ASYMPTOTIC DETERMINATION OF EDGE-BANDWIDTH OF MULTIDIMENSIONAL GRIDS AND HAMMING GRAPHS

REZA AKHTAR†, TAO JIANG†, AND ZEVI MILLER†

Abstract. The edge-bandwidth \( B'(G) \) of a graph \( G \) is the bandwidth of the line graph of \( G \). More specifically, for any bijection \( f : E(G) \rightarrow \{1, 2, \ldots, |E(G)|\} \), let \( B'(f, G) = \max\{|f(e_1) - f(e_2)| : e_1 \text{ and } e_2 \text{ are incident edges of } G\} \), and let \( B'(G) = \min_f B'(f, G) \). We determine asymptotically the edge-bandwidth of \( d \)-dimensional grids \( P_d^n \) and of the Hamming graph \( K_d^n \), the \( d \)-fold Cartesian product of \( K_2 \). Our results are as follows. (i) For fixed \( d \) and \( n \rightarrow \infty \), \( B'(P_d^n) = c(d)dn^{d-1} + O(n^{d-2}) \), where \( c(d) \) is a constant depending on \( d \), which we determine explicitly. (ii) For fixed even \( n \) and \( d \rightarrow \infty \), \( B'(K_d^n) = (1 + o(1)) \sqrt{\frac{\pi}{2}\frac{d}{n}} n^d (n - 1) \). Our results extend recent results by Balogh, Mubayi, and Pluhár [Theoret. Comput. Sci., 359 (2006), pp. 43–57], who determined \( B'(P_2^n) \) asymptotically as a function of \( n \) and \( B'(K_2^n) \) asymptotically as a function of \( d \).
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1. Introduction. Let \( G = (V(G), E(G)) \) be a simple graph on \( n \) vertices. A labeling \( f \) is a bijection of \( V(G) \) to \( \{1, \ldots, n\} \). When there is no ambiguity, we will simply write \( B(f) \) for \( B(f, G) \). The bandwidth of \( f \) is

\[ B(f, G) := \max\{|f(u) - f(v)| : uv \in E(G)\}. \]

The bandwidth \( B(G) \) of \( G \) is

\[ B(G) := \min_f \{B(f, G)\}. \]

The notion was introduced by Harper in his influential paper [13], in which he determined the bandwidth of the \( d \)-dimensional hypercube by solving the corresponding vertex isoperimetric problem in the hypercube. There are several motivations for studying the bandwidth problem: sparse matrix computations, representing data structures by linear arrays, VLSI layouts, mutual simulations of interconnection networks, and minimizing the effects of noise in the multichannel communication of data (see [10, 11, 24, 7]). The bandwidth problem is NP-hard and is inapproximable by any multiplicative constant even for trees [28]. Bandwidths are known only for a few families of graphs including hypercubes [13], multidimensional grids [8, 22, 23], complete trees [16], and various meshlike graphs (see [16, 17, 20]).

The edge-bandwidth was introduced by Hwang and Lagarias [18]. Here we label the edges instead of the vertices, and the bandwidth of an edge-labeling \( f \) of a graph...
When there is no ambiguity, we will write $B'(f, G)$ for $B(f, G)$. The edge-bandwidth of a graph $G$ is

$$B'(f, G) := \max\{|f(uv) - f(vw)| : uv, vw \in E(G)\}.$$ 

In other words it is the maximum difference of labels between a pair of incident edges.

Naturally, $B'(G) = B(L(G))$, where $L(G)$ is the line graph of $G$. In [19], Jiang et al. reintroduced the notion of edge-bandwidth and studied the relationship between $B(G)$ and $B'(G)$. They determined the edge-bandwidth of caterpillars, the complete graph $K_n$, and the balanced complete bipartite graph $K_{n,n}$. Gupta [12] pointed out that the inequality $B(T) \leq B'(T) \leq 2B(T)$ for a tree $T$ obtained in [19] together with Unger’s inapproximation result [28] for bandwidth imply that determining the edge-bandwidth is also NP-hard.

Recently, there has been an increase of interest in the study of edge-bandwidth. Calamoneri, Massini, and Vrto [9] obtained tight bounds on the edge-bandwidth of complete $k$-ary trees and bounds on the edge-bandwidth of the hypercube and butterfly graphs. Balogh, Mubayi, and Pluhár [5] subsequently obtained asymptotically tight bounds on the edge-bandwidth of two-dimensional grids and tori, the Cartesian product of two cliques, and the hypercube. Sharpening the result of Balogh, Mubayi, and Pluhár [5] on the two-dimensional grids and tori while confirming a conjecture of Calamoneri, Massini, and Vrto [9], Pikhurko and Wojciechowski [27] showed that the edge-bandwidth of an $m$ by $n$ grid, where $m \geq n$, is $2n - 1$. They also showed that the edge-bandwidth of an $m$ by $n$ torus, where $m \geq n$, is between $4n - 5$ and $4n - 1$.

In an unpublished manuscript, Akhtar, Jiang, and Pritikin have independently shown that the edge-bandwidth of an $m$ by $n$ grid, where $m \geq n$, is between $2n - 2$ and $2n - 1$ and that the edge-bandwidth of an $m$ by $n$ torus, where $m \geq n$, is between $4n - 5$ and $4n - 1$.

In this paper, we determine the edge-bandwidth of the $d$-dimensional grids $P_n^d$ asymptotically when $d$ is fixed and $n \to \infty$, and we obtain lower and upper bounds on the edge-bandwidth of the Hamming graph $K_n^d$. When $n$ is a fixed positive even integer and $d \to \infty$, our lower and upper bounds match asymptotically.

The Cartesian product of graphs $G$ and $H$, denoted by $G \square H$, is the graph with vertex set $V(G \square H) = \{(u, v) : u \in V(G), v \in V(H)\}$ specified by putting $(u, v)$ adjacent to $(u', v')$ if and only if (i) $u = u'$ and $vv' \in e(H)$ or (ii) $v = v'$ and $uu' \in E(G)$. The $d$-fold Cartesian product $G \square G \square \cdots \square G$ is denoted by $G^d$. Let $P_n$ denote a path on $n$ vertices. The $d$-fold Cartesian product $P_n^d$, denoted by $P_n^d$, is also known as the $d$-dimensional grid. Equivalently, we can view $P_n^d$ as a graph whose vertices are vectors $\langle u_1, u_2, \ldots, u_d \rangle$ of length $d$ where, for all $i$, $u_i \in \{0, 1, \ldots, n-1\}$ and any two vertices $\langle x_1, x_2, \ldots, x_d \rangle$ and $\langle y_1, y_2, \ldots, y_d \rangle$ are adjacent if and only if there exists $i \in \{1, 2, \ldots, d\}$ such that $|x_i - y_i| = 1$ and $x_j = y_j$ for all $j \neq i$. Given a vertex $x = (x_1, x_2, \ldots, x_d)$, we define the weight of $x$ by $wt(x) = x_1 + x_2 + \cdots + x_d$. For each $r \in \{1, 2, \ldots, n\}$, let $L(n, d, r) = \{x \in V(P_n^d) : wt(x) = r\}$. Let $l(n, d, r) = |L(n, d, r)|$ and $l^*(n, d) = \max\{l(n, d, r) : 0 \leq r \leq (n-1)d\}$. We determine $B'(P_n^d)$ asymptotically as a function of $n$.

**Theorem 1.1.** Let $d$ be a fixed positive integer. We have

$$B'(P_n^d) = (1 + o(1))dl^*(n, d) = c(d)dn^{d-1} + O(n^{d-\frac{3}{2}}),$$
where \( c(d) \) is a constant depending on \( d \), given by
\[
c(d) = \sum_{j=0}^{[d/2]} (-1)^j \binom{d}{j} \frac{(d-2j)^{d-1}}{2^{d-1}(d-1)!}.
\]
Furthermore, \( \frac{1}{2\sqrt{d}} \leq c(d) \leq \frac{2\sqrt{d}}{\sqrt{d}} \).

A simple calculation shows that \( c(2) = 1 \). Hence \( B'(P_n^2) = (1+o(1))2n \), which was obtained by Balogh, Mubayi, and Pluhár [5]. For another example, \( c(3) = \frac{3}{4} \), yielding \( B'(P_n^3) = (1+o(1))\frac{n^3}{4} \). Theorem 1.1 determines asymptotically the edge-bandwidth of grids of arbitrary dimension.

The \( d \)-fold Cartesian product of the complete graph \( K_n \), denoted by \( K_n^d \), is also called the Hamming graph. We obtain lower and upper bounds on \( B'(K_n^d) \) for fixed \( n \) as a function of \( d \). When \( n \) is even, our lower bound and upper bounds match asymptotically, yielding the following theorem.

**Theorem 1.2.** Let \( n \) be a fixed positive even integer. We have
\[
B'(K_n^d) = (1+o(1))\frac{\sqrt{d}}{\sqrt{2n}} n^d (n-1).
\]

Throughout the paper we will use standard enumeration estimates, as found in [25].

2. **General bounds.** The standard techniques for obtaining lower bounds on bandwidth use isoperimetric inequalities. Many vertex and edge isoperimetric problems have been considered in the literature. Given a graph \( G \) and a set \( S \subseteq V(G) \), let
\[
\partial(S) = \{ v \in V(G) - S : \exists u \in S \text{ such that } uv \in E(G) \}.
\]
We call \( \partial(S) \) the (vertex) boundary of \( S \). In other words, \( \partial(S) = N_G(S) - S \). Given an optimal numbering \( f \) of \( V(G) \), let \( S \) be the set of vertices receiving labels 1, 2, \ldots, \( k \). Then the highest label assigned to a vertex in \( \partial(S) \) is at least \( k + |\partial(S)| \). Let \( v \) be the vertex with the highest label in \( \partial(S) \). It has a neighbor \( u \) in \( S \), whose label is at most \( k \). So \( |f(u) - f(v)| \geq |\partial(S)| \), which implies \( B(G) = B(f,G) \geq |\partial(S)| \). Similarly, consider a vertex \( x \) in \( \partial(V - S) \) with the smallest label. Its label is at most \( k - |\partial(V - S)| + 1 \). It has a neighbor \( y \) in \( V - S \), whose assigned label is at least \( k + 1 \). So \( |f(y) - f(x)| \geq |\partial(V - S)| \). Thus, \( B(G) = B(f,G) \geq |\partial(V - S)| \). Therefore, we have \( B(G) \geq \max\{|\partial(S)|,|\partial(V - S)|\} \). This yields the following proposition.

**Proposition 2.1** (see [13]). Let \( G \) be a graph and \( k \) an integer, where \( 0 \leq k \leq |V(G)| \). Then
\[
B(G) \geq \min_{S \subseteq V(G),|S|=k} \max\{|\partial(S)|,|\partial(V - S)|\}.
\]

For each \( k \), let \( L_k(G) = \min_{S \subseteq V(G),|S|=k} |\partial(S)| \). By Proposition 2.1, \( B(G) \geq L_k(G) \). Since this holds for each \( k \) with \( 0 \leq k \leq |V(G)| \), we have \( B(G) \geq \max_k L_k(G) \). This lower bound \( \max_k L_k(G) \) for \( B(G) \) is often referred to as the *Harper bound*. In general, the Harper bound need not be sharp, and calculating it is difficult (NP-hard).

When the Harper bound is not very useful, it is sometimes useful to consider the iterated boundary (shadow) instead. Given a nonnegative integer \( q \), let
\[
\partial^{(\leq q)}(S) = \{ v \in V(G) - S : v \text{ is at distance at most } q \text{ from some vertex in } S \}.
\]
Hence, in particular, \( \partial(S) = \partial^{(\leq 1)}(S) \). Consider an optimal numbering \( f \) of \( V(G) \). Let \( S \) be the set of vertices receiving labels 1, 2, \ldots, \( k \). Let \( q \) be any integer such that \( 1 \leq q \leq n \). Let \( v \) be a vertex in \( \partial^{(\leq q)}(S) \) with the highest label. Then \( f(v) \geq \cdots \).
Let $G$ be a graph and $k$ an integer, where $0 \leq k \leq |V(G)|$. Then

$$B(G) \geq \min_{S \subseteq V(G), |S| = k} \max_{|q| \leq n} \left| \frac{\partial^{\leq q}(S)}{q} \right|.$$  

Our discussions above apply similarly to a set of edges. We define the boundary of a set $S' \subseteq E(G)$ of edges in $G$ by

$$\partial(S') = \{ e \in E(G) - S' : \exists e' \in S' \text{ such that } e \text{ and } e' \text{ are incident} \}.$$  

The iterated boundary for $S'$ is then given, for $q \geq 1$, by

$$\partial^{(q)}(S') = \{ e \in E(G) - S' : e \text{ is at distance at most } q \text{ from some edge of } S' \}.$$  

We see that $\partial(S') = \partial^{(1)}(S)$ and $\partial^{(q)}(S') = \partial^{(q-1)}(S) \cup \partial(\partial^{(q-1)}(S'))$. The edge analogues of Propositions 2.1 and 2.2 are then obtained by replacing $B(G)$ by $B'(G)$ and $V(G)$ by $E(G)$.

3. The weight function in multidimensional grids. Recall that $V(P_n^d) = \{(x_1, x_2, \ldots, x_d) : x_i \in \{0, 1, \ldots, n-1\} \text{ for all } i = 1, 2, \ldots, d \}$. Two vertices $(x_1, x_2, \ldots, x_d)$ and $(y_1, y_2, \ldots, y_d)$ are adjacent if they differ by 1 in one coordinate and agree in all other coordinates. Again, the weight $wt(x)$ of a vertex $x = (x_1, x_2, \ldots, x_d)$ is defined by $wt(x) = x_1 + x_2 + \cdots + x_d$. Given positive integers $n$, $d$ and an integer $r$, with $0 \leq r \leq (n-1)d$, let $L(n, d, r) = \{ x \in V(P_n^d) : wt(x) = r \}$. Let $l(n, d, r) = |L(n, d, r)|$. Let $l'(n, d) = \max\{l(n, d, r) : 0 \leq r \leq (n-1)d \}$. It is easy to see that $l(n, d, r)$ is the number of integer solutions to the equation $x_1 + x_2 + \cdots + x_d = r$, where $0 \leq x_i \leq n-1$ for each $i \in [d]$. By considering the value of $x_1$ one can easily derive the following recurrence relation on $l(n, d, r)$, which also appeared in [26].

**Proposition 3.1.** Let $n, d$ be positive integers and $r$ an integer. We have $l(n, 1, r) = 1$ if $0 \leq r \leq n - 1$ and $l(n, 1, r) = 0$ otherwise. For all $d$ and $r$ with $d \geq 2$ and $0 \leq r \leq d(n-1)$,

$$l(n, d, r) = \sum_{j=0}^{n-1} l(n, d - 1, r - j),$$

and for other values of $r$ we have $l(n, d, r) = 0$.

It is straightforward to derive an exact formula for $l(n, d, r)$ using a generating function. This was done in [26], and we include a short proof for completeness.

**Proposition 3.2.** Let $n, d, r$ be positive integers. We have

$$l(n, d, r) = \sum_{j=0}^{\lfloor \frac{r}{d} \rfloor} (-1)^j \binom{d}{j} \left( \frac{r - jn + d - 1}{d - 1} \right).$$

**Proof.** By prior discussion, $l(n, d, r)$ is the number of integer solutions to $x_1 + x_2 + \cdots + x_d = r$, with $0 \leq x_i \leq n - 1$ for each $i \in [d]$. For fixed $n, d$, the generating function for $l(n, d, r)$ is

$$g(x) = (1 + \cdots + x^{n-1})^d = \left( \frac{1 - x^n}{1 - x} \right)^d = (1 - x^n)^d \left( \frac{1}{1 - x} \right)^d.$$
As \( l(n,d,r) \) equals the coefficient of \( x^r \) in the above expansion, we have

\[
l(n,d,r) = \sum_{j=0}^{\infty} (-1)^j \binom{d}{j} \left( \frac{r - jn + d - 1}{d - 1} \right)
\]

Furthermore, we can take \( l(n,d,r) \) when \( n \) is sufficiently large.

The function \( l(n,d,r) \) is well-studied in the theory of posets as the rank number in the poset of divisors of a number. Consider a positive integer \( m \) with prime factorization \( m = p_1^{k_1} p_2^{k_2} \cdots p_d^{k_d} \), where the \( p_i \) are distinct primes and \( k_i \geq 1 \) for each \( i \).

The rank of \( m \) is \( K = k_1 + \cdots + k_d \), and \( N_r(m) \) is the number of divisors of \( m \) of rank \( r \). It is easy to see that, in the case \( k_1 = k_2 = \cdots = k_d = n - 1 \), \( N_r(m) \) is precisely \( l(n,d,r) \). Chapter 4 of Anderson [3] gives a detailed discussion about the function \( N_r(m) \). In particular, we have the following proposition.

**Proposition 3.3** (see [3, Chapter 4]). Let \( K = (n-1)d \). Then the following apply:

1. \( l(n,d,i) = l(n,d,K-i) \) for each \( i \) with \( 0 \leq i \leq K \).
2. For fixed \( n \) and \( d \), \( l(n,d,i) \) is strictly increasing in \( i \) for \( i \leq \left\lfloor \frac{K}{2} \right\rfloor \) and strictly decreasing in \( i \) for \( i \geq \left\lceil \frac{K}{2} \right\rceil \).

By Proposition 3.3, for fixed \( n \) and \( d \), \( l(n,d,r) \) is a symmetric and unimodal function of \( r \) on \( \{0,1,\ldots,(n-1)d\} \) with maximum value at \( r = \left\lfloor \frac{(n-1)d}{2} \right\rfloor \) and at \( r = \left\lceil \frac{(n-1)d}{2} \right\rceil \). Thus, \( l^*(n,d) = l(n,d,\left\lfloor \frac{(n-1)d}{2} \right\rfloor) \). Setting \( r = \left\lfloor \frac{(n-1)d}{2} \right\rfloor \) in the formula in Proposition 3.2 for \( l(n,d,r) \) then gives us a formula for \( l^*(n,d) \). When \( d \) is fixed and \( n \) tends to infinity, the leading term is a multiple of \( n^{d-1} \) whose leading coefficient can be expressed exactly as a sum. We then give a closed form estimate of this leading coefficient using earlier results of Anderson [1, 2] given below.

**Theorem 3.4** (see [2]). Let \( k_1, k_2, \ldots, k_d \) be nonnegative integers. Let \( K = k_1 + \cdots + k_d \). Let \( s \) denote the number of integer solutions to the equation

\[
x_1 + x_2 + \cdots + x_d = \frac{K}{2}, \quad \text{where} \forall i 0 \leq x_i \leq k_i.
\]

Let \( A = \frac{1}{3} \sum_{i=1}^{d} k_i (k_i + 2) \) and \( \tau = \prod_{i=1}^{d} (1 + k_i) \). Then there exist positive constants \( C_1 \) and \( C_2 \) such that

\[
C_1 \frac{\tau}{\sqrt{A}} \leq s \leq C_2 \frac{\tau}{\sqrt{A}}.
\]

Furthermore, we can take \( C_2 = \sqrt{\Pi} \), and for any small \( \epsilon > 0 \) we can take \( C_1 = \frac{1}{\sqrt{3}} - \epsilon \) when \( K \) is sufficiently large.

**Corollary 3.5.** Let \( n, d \) be positive integers, where \( n \geq 2 \). There exist positive constants \( C_1 \) and \( C_2 \) such that

\[
C_1 \frac{n^{d-1}}{\sqrt{d}} \leq l^*(n,d) \leq C_2 \frac{n^{d-1}}{\sqrt{d}}.
\]

Furthermore, we can take \( C_2 = 2\sqrt{\Pi} \), and for any small \( \epsilon > 0 \) we can take \( C_1 = 1 - \epsilon \) when \( n \) is sufficiently large.
Proof. By our earlier discussion, \( l^*(n, d) = l(n, d, \lfloor \frac{(n-1)d}{2} \rfloor) \) is the number of integer solutions to the equation \( x_1 + x_2 + \cdots + x_d = \lfloor \frac{(n-1)d}{2} \rfloor \), where \( 0 \leq x_i \leq n - 1 \) for each \( i \). We apply Theorem 3.4. Here \( k_i = n - 1 \) for each \( i \in [d] \). So \( A = \frac{d}{2}(n^2 - 1) \) and \( r = n^d \). Also, \( s = l^*(n, d) \). The claim follows.

We now give the exact formula for \( l^*(n, d) \) together with an asymptotic formula for it. There is an exact formula for the coefficient of the leading term in the form of a summation; this coefficient can be bounded using Corollary 3.5. Before we proceed, we need the following routine estimation of binomial coefficients. Recall that if \( x \) is a real number and \( k \) is an integer, then \( \binom{x}{k} := \frac{x(x-1) \cdots (x-k+1)}{k!} \). Also, it is straightforward to check that \( e^{-x} \geq 1 - x \) for all real \( x \) and \( 1 - x \geq e^{-2x} \) for \( x \) with \( 0 < x < \frac{1}{2} \).

**Lemma 3.6.** Let \( k \) be a positive integer and \( N, m \) nonnegative real numbers such that \( N > \max\{2k, mk\} \). Then \( \frac{N^k}{k!}(1 - \frac{2k^2}{N}k) \leq (\frac{N+m}{k}) \leq (\frac{N}{k})^{k} \). So \( |(\frac{N+m}{k}) - \frac{N^k}{k!}| \leq 2(m + 2)N^{k-1} \).

**Proof.** For the lower bound, we have \( (\frac{N+m}{k})^{k} > (\frac{N+m-k}{k})^{k} \geq (\frac{N-k}{k})^{k} = (1 - \frac{k}{N})^{k} \). Since \( 0 < \frac{k}{N} < \frac{1}{2} \), \( (1 - \frac{k}{N})^{k} \geq e^{-2Nk} \geq 1 - 2Nk \).

For the upper bound, we have \( (\frac{N+m}{k})^{k} < (\frac{N+m+k}{k})^{k} = (\frac{N+m}{k})^{k} = (1 + \frac{mk}{N})^{k} \). Since \( \frac{mk}{N} < \frac{1}{2} \), \( (1 + \frac{mk}{N})^{k} < e^{\frac{mk}{N}} \). Therefore, \( (\frac{N+m}{k})^{k} < 1 + 2Nk \). The last statement follows readily from the lower and upper bounds.

**Theorem 3.7.** Let \( n, d \) be positive integers. Then

\[
  l^*(n, d) = \sum_{j=0}^{\lfloor \frac{d}{2} \rfloor} (-1)^j \binom{d}{j} \left( \frac{\lfloor \frac{d-2j}{2} \rfloor + \frac{d}{2} - 1}{d-1} \right).
\]

We have \( l^*(n, 1) = 1, l^*(n, 2) = 2 \). For fixed \( d \geq 3 \), as \( n \to \infty \), we have

\[
  l^*(n, d) = c(d)n^{d-1} + O(n^{d-2}),
\]

where \( c(d) \) is a constant depending on \( d \), given by

\[
  c(d) = \sum_{j=0}^{d/2} (-1)^j \binom{d}{j} \frac{(d-2j)^{d-1}}{2^{d-1}(d-1)!}.
\]

Also, \( \frac{1}{2\sqrt{d}} \leq c(d) \leq \frac{2\sqrt{d}}{\sqrt{\pi}} \).

Proof. The exact formula for \( l^*(n, d) \) given above is obtained by setting \( r = \lfloor \frac{(n-1)d}{2} \rfloor \) in the formula for \( l(n, d, r) \) in Proposition 3.2. For fixed \( d \), we derive an asymptotic formula for \( l^*(n, d) \) as a function of \( n \). Fix \( j \) with \( d - 2j > 0 \). Let \( N = \frac{(d-2j)n}{2} \) and \( m = \left( \frac{(d-2j)n}{2} + \frac{d}{2} - 1 \right) - N \). Then \( m \leq d/2 \). For sufficiently large \( n \), since \( d \) is fixed, we have \( N > \max\{2(d - 1), m(d - 1)\} \). By applying Lemma 3.6, we have

\[
  \left| \left( \frac{\lfloor \frac{(d-2j)n}{2} + \frac{d}{2} - 1 \rfloor}{d-1} \right) - \frac{(d-2j)^{d-1}}{2^{d-1}(d-1)!} \cdot n^{d-1} \right| \leq 2(m + 2)n^{d-2} \leq (d + 4)n^{d-2}.
\]
So
\[
l^* = \sum_{j=0}^{d} (-1)^j \binom{d}{j} \left( \frac{(dn-2jn) + \frac{d-1}{2}}{d-1} \right)
\]
\[
= \sum_{j=0}^{\lfloor d/2 \rfloor} (-1)^j \binom{d}{j} \cdot (1-2j)^{d-1} \cdot \frac{1}{2^{d-1}(d-1)!} \cdot n^{d-1} + O(n^{d-2}).
\]

Let \( c(d) = \sum_{j=0}^{\lfloor d/2 \rfloor} (-1)^j \binom{d}{j} (1-2j)^{d-1} \cdot \frac{1}{2^{d-1}(d-1)!}. \) We have \( l^*(n,d) = c(d)n^{d-1} + O(n^{d-2}). \) Note that \( c(d) \) is a constant depending only on \( d, \) and, by Corollary 3.5, \( \frac{1}{2\sqrt{d}} \leq c(d) \leq \frac{2\sqrt{d}}{\sqrt{d}}. \)

\[ \text{Remark 3.8.} \quad \text{When} \ n \text{ is fixed and} \ d \to \infty, \text{by using Laplace’s method one can show that} \ l^*(n,d) = \sqrt{\frac{6}{\pi d} \left( \frac{n^2}{2} - \frac{n}{2} \right)} + o(n^{d-1}). \text{ See the concluding remarks section for further discussion.} \]

Next, we show that, for all \( r \) relatively close to \( \frac{(n-1)d}{2} \) and \( \frac{(n-1)d}{2} \), \( l(n,d,r) \) is close to the maximum value \( l^*(n,d). \) This property is important to establishing our lower bound on the edge-bandwidth of \( P_d^d \) in the next section.

\[ \text{Lemma 3.9.} \quad \text{Let} \ n,d,r \text{ be integers such that} \ n,d \geq 2. \text{ If} \ |r - \frac{(n-1)d}{2}| = t, \text{ where} \ 0 \leq t \leq \frac{|n|}{2} - 1, \text{ then} \ l(n,d,r) \geq (1 - \frac{t}{n}) l^*(n,d). \]

\[ \text{Proof.} \quad \text{Let} \ M = \left\lfloor \frac{(n-1)d}{2} \right\rfloor. \text{ By Proposition 3.3,} \ l^*(n,d) = l(n,d,M). \text{ For} \ n \text{ even, and} \ n \text{ odd,} \text{ the function} \ f(j) \text{ is symmetric and unimodal on} \ I \text{ with a single peak at} \ (n-1)(d-1). \text{ Let} \ A \text{ denote the sum of} \ f(j) \text{ over the first} \ t \text{ elements of} \ I, \text{ and} \ B \text{ the sum of} \ f(j) \text{ over the last} \ t \text{ elements of} \ I, \text{ and} \ C \text{ the sum of} \ f(j) \text{ over the middle} \ n-2t \text{ elements of} \ I. \text{ The symmetry and unimodality of} \ f(j) \text{ imply that} \ A = B \text{ and} \ C = \frac{n-2t}{2}. \text{ So} \ l^*(n,d) = A + B + C \geq (2 + \frac{n-2t}{4})A, \text{ which implies} \ A = B \leq \frac{t}{n} l^*(n,d). \text{ Now,} \]

\[ \text{By Proposition 3.1,} \ l(n,d,M+t) \text{ is the sum of} \ f(j) \text{ over} \ I+t, \text{ the translation of} \ I \text{ by} \ t. \text{ So clearly,} \ l(n,d,M+t) \geq l(n,d,M) - A \geq (1 - \frac{t}{n}) l^*(n,d). \text{ Similarly,} \]

\[ l(n,d,M-t) \geq l(n,d,M) - B \geq (1 - \frac{t}{n}) l^*(n,d). \]

When \( n \) is even, we consider the subcases depending on whether \( d \) is even or odd. In each subcase, similar analysis shows that \( A, B \geq (1 - \frac{t}{n}) l^*(n,d), \) and hence \( l(n,d,M+t) \geq (1 - \frac{t}{n}) l^*(n,d) \text{ and} \ l(n,d,M-t) \geq (1 - \frac{t}{n}) l^*(n,d) \). \( \square \)

\[ \text{4. The edge-bandwidth of a multidimensional grid.} \quad \text{Bollobás and Leader} \]

[8] solved the vertex isoperimetric problem in grids. We will use their result to obtain asymptotically tight bounds on the edge-bandwidth of a multidimensional grids. Our result extends that of Balogh, Mubayi, and Pluhár on two-dimensional grids to grids of any dimension.
Definition 4.1. The simplicial order on \( V(P^d_n) \) is defined by \( x < y \) if either \( wt(x) < wt(y) \) or \( wt(x) = wt(y) \) and \( x > y \), where \( s = \min\{ t : x_t \neq y_t \} \).

Bollobás and Leader [8] showed that for any \( k \), with \( 0 \leq k \leq |V(P^d_n)| \), the initial segment of length \( k \) in the simplicial order has the smallest boundary among all sets of \( k \) vertices. For each \( r \) with \( 0 \leq r \leq (n-1)d \), let \( B(n,d,r) = \{ x \in V(P^d_n) : wt(x) \leq r \} \). In other words, \( B(n,d,r) = \bigcup_{j=0}^{r} L(n,d,j) \). Note that each edge in \( P^d_n \) has one end point in \( L(n,d,r) \) and the other end point in \( L(n,d,r+1) \) for some \( r \).

In the theorem below, let \( N(A) = A \cup \partial(A), N(C) = C \cup \partial(C) \), and \( N(\leq q)(A) = A \cup \partial(\leq q)(A) \).

Theorem 4.2 (see [8] (vertex isoperimetric inequality in the grid)). Let \( A \subseteq V(P^d_n) \), and let \( C \) be the initial segment of length \( |A| \) in the simplicial order on \( V(P^d_n) \). Then \( |N(A)| \geq |N(C)| \). In particular, if \( |A| \geq |B(n,d,r)| \), then \( |N(A)| \geq |B(n,d,r+1)| \). Also, for all \( q \geq 1 \) we have \( |N(\leq q)(A)| \geq |B(n,d,r+q)| \).

Definition 4.3. Let \( G \) be a graph on \( n \) vertices. Let \( \sigma : x_1 < x_2 < \cdots < x_n \) be a linear order on \( V(G) \). The labeling \( f \) of \( V(G) \) satisfying \( f(x_i) = i \) is the vertex labeling of \( V(G) \) induced by \( \sigma \).

Lemma 4.4. Let \( G = P^d_n \). Let \( f \) be the labeling of \( V(G) \) induced by the simplicial order on \( G \). For every \( uv \in E(G) \), we have \( |f(u) - f(v)| \leq d^* (n,d-1) - 1 \).

Proof. Without loss of generality, suppose \( wt(u) = r \) and \( wt(v) = r + 1 \). Let \( A = \{ x \in L(n,d,r) : f(x) < f(u) \}, B = \{ x \in L(n,d,r+1) : f(x) < f(v) \}, \) and \( C = \{ x \in L(n,d,r+1) : f(x) > f(v) \} \). Let \( a = |A|, b = |B|, c = |C| \). Then
\[
|f(u) - f(v)| = a + b + 1 \quad \text{and} \quad b + c + 1 = l(n,d,r+1).
\]

Suppose \( u = \langle u_1, u_2, \ldots, u_d \rangle \) and \( v = \langle v_1, v_2, \ldots, v_d \rangle \). Since \( uv \in E(G) \) and \( wt(v) = wt(u) + 1 \), there exists \( j \in [d] \) such that \( v_j = u_j + 1 \) and \( v_i = u_i \) for all \( i \in [d] \). By our definition of \( A \), vertices in \( A \) all have their first coordinate at most \( u_1 \). Let \( A_1 = \{ x \in A : x_1 = u_1 \text{ or } u_1 - 1 \} \), and let \( A_2 = \{ x \in A : x_1 \leq u_1 - 2 \} \). We have \( A = A_1 \cup A_2 \). Since there are at most \( l^*(n,d-1) \) vertices other than \( u \) that have \( u_1 \) in the first coordinate and there are at most \( l^*(n,d-1) \) vertices that have \( u_1 - 1 \) in the first coordinate, \( |A_1| \leq 2l^*(n,d-1) - 1 \).

For each \( x \in A_2 \), let \( g(x) = \langle x_1 + 1, x_2, \ldots, x_d \rangle \). It is easy to see that \( g \) is an injection of \( A_2 \) into \( L(n,d,r+1) \). Furthermore, for each \( x \in A_2 \), since \( x_1 + 1 < u_1 \leq v_1 \), we have \( f(g(x)) > f(v) \) by the definition of the simplicial order. So \( g(x) \in C \). So \( g \) is an injection of \( A_2 \) into \( C \). Thus, \( |A_2| \leq c \) and \( a = |A| = |A_1| + |A_2| \leq 2l^*(n,d-1) - 1 + c \). Now we have
\[
|f(u) - f(v)| = a + b + 1 \leq 2l^*(n,d-1) - 1 + c + b + 1
\]
\[
= 2l^*(n,d-1) - 1 + l(n,d,r+1) \leq l^*(n,d) + 2l^*(n,d-1) - 1. \quad \Box
\]

Theorem 4.5. Let \( d \) be a fixed positive integer. For all positive integers \( n \) we have
\[
B^*(P^d_n) \leq d[l^*(n,d) + 2l^*(n,d-1)] = c(d)dn^{d-1} + O(n^{d-2}),
\]
where \( c(d) \) is defined as in Theorem 3.7.

Proof. First, we define a digraph \( H \) from \( G = P^d_n \) by orienting each edge \( xy \) from \( x \) to \( y \) if \( x < y \) in the simplicial order. For each vertex \( x \), let \( E^+(x) \) denote the set of out edges from \( x \). Note that \( |E^+(x)| \leq d \) for each \( x \). We define a labeling \( g \) of \( E(H) \) (and of \( E(G) \)) using \( 1, 2, \ldots, |E(H)| \) as follows. Suppose the vertices are \( u_1, u_2, \ldots \), where \( u_1 < u_2 < \cdots \) in the simplicial order. Starting with 1 we assign the
first $|E^+(u_1)|$ consecutive labels to $E^+(u_1)$, then the next $|E^+(u_2)|$ consecutive labels to $E^+(u_2)$, and so on. Let $e = u_ju_k$ and $e' = u_ju_k$ be two incident edges in $G$ at the vertex $u_j$. We consider three cases depending on how $e$ and $e'$ are oriented.

Case 1. $i < j < k$ or $i > j > k$. By symmetry, we may assume $i < j < k$. Then we have $w(t(u_i)) = r - 1$, $w(t(u_j)) = r$, and $w(t(u_k)) = r + 1$ for some $r$. By Lemma 4.4, $j - i \leq l^*(n, d) + 2l^*(n, d - 1) - 1$. Note that $e \in E^+(u_i)$ and $e' \in E^+(u_j)$. By our definition of $g$, we have $|g(e') - g(e)| \leq |\bigcup_{l=1}^{k} E^+(u_l)| \leq d(j - i + 1) \leq d(l^*(n, d) + 2l^*(n, d - 1))$.

Case 2. $i < j$ and $j > k$. In this case, we have $w(t(u_i)) = w(t(u_k)) = r - 1$ and $w(t(u_j)) = r$ for some $r$. In particular, $|k - i| \leq l(n, d, r - 1) - 1 \leq l^*(n, d) - 1$. Also, $e \in E^+(u_i)$ and $e' \in E^+(u_j)$. Without loss of generality, suppose $i < k$. By our definition of $g$, we have $|g(e') - g(e)| \leq |\bigcup_{l=1}^{k} E^+(u_l)| \leq d(k - i + 1) \leq d^t(n, d) \leq d(l^*(n, d) + 2l^*(n, d - 1))$.

Case 3. $i > j$ and $k > j$. In this case, $e, e' \in E^+(u_j)$, and $|g(e) - g(e')| \leq d < d(l^*(n, d) + 2l^*(n, d - 1))$.

We have shown that $|g(e) - g(e')| \leq d(l^*(n, d) + 2l^*(n, d - 1))$ for every pair of incident edges $e$ and $e'$ in $G$. This yields $B'(G) \leq B'(g, G) \leq d(l^*(n, d) + 2l^*(n, d - 1))$. By using $l^*(n, d) = c(d)n^{d-1} + O(n^{d-2})$, we get $B'(G) \leq c(d)n^{d-1} + O(n^{d-2})$.

We now derive a lower bound on $B'(P_n^d)$ that matches the upper bound in Theorem 4.5 asymptotically when $d$ is fixed and $n \to \infty$. Our proof is based on the method used by Calamoneri, Massini, and Vrto [9] and Balogh, Mubayi, and Pluhář [5]. We need an easy lemma.

**Lemma 4.6.** Let $n$ and $d$ be positive integers. Let $A \subseteq V(P_n^d)$. Then there are at least $d|A| - dn^{d-1}$ edges incident to $A$ in $P_n^d$. Also, $|E(P_n^d)| = dn^d - dn^{d-1}$.

**Proof.** The graph $P_n^d$ is a spanning subgraph of $C_n^d$, the $d$-fold Cartesian product of $C_n$. We can think of obtaining $C_n^d$ from $P_n^d$ by adding edges of the form $uv$, where $u = (u_1, u_2, \ldots, u_d)$ and $v = (v_1, v_2, \ldots, v_d)$ satisfy that $u_i = 0, v_i = n - 1$ or $u_i = n - 1, v_i = 0$ for some $i \in [d]$ and $u_j = v_j$ for all $j \in [d] - \{i\}$. It is easy to see that there are $dn^{d-1}$ such edges. Since $C_n$ is 2$d$-regular, we have $E(P_n^d) = E(C_n^d) - dn^{d-1} = dn^d - dn^{d-1}$.

In $C_n^d$, since each vertex has degree $2d$, there are at least $2d|A|/2 = d|A|$ edges incident to $A$. So in $P_n^d$, there are at least $d|A| - dn^{d-1}$ edges incident to $A$.

**Theorem 4.7.** Let $d \geq 2$ be a fixed positive integer. Then we have as $n \to \infty$

$$B'(P_n^d) \geq d^t(n, d)(1 - o(1)) = c(d)dn^{d-1} + O(n^{d-\frac{1}{2}}).$$

**Proof.** Throughout the proof, whenever necessary, we assume that $n$ is sufficiently large. Let $g'$ be an edge labeling of $G = P_n^d$, with $B'(g, G) = B'(G)$. Let $S$ denote the set of edges receiving labels $1, 2, \ldots, |E(G)|/2$. We color the edges in $S$ red and the rest of the edges white.

Let us call a vertex red if all of its incident edges are red, a vertex white if all of its incident edges are white, and a vertex mixed if it is incident to both red edges and white edges. Let $R$ denote the set of red vertices, $W$ the set of white vertices, and $M$ the set of mixed vertices. We consider two cases. For convenience, let $l^* = l^*(n, d)$.

Case 1. $|M| \geq 5l^*$.

Let a vertex $v$ be bad if $d(v) \leq 2d - 3$. Let $D$ denote the set of bad vertices in $G$. If $v = (v_1, v_2, \ldots, v_d)$ is bad, then it has a 0 or $n-1$ in at least three of the $d$ coordinates. So $|D| \leq \binom{d}{3}2^{n-3} < 2d^3n^{d-3}$. By Corollary 3.5, when $n$ is sufficiently large, we have $l^* \geq \frac{(d-1)^2}{2d^3}n^{d-1} > 2d^3n^{d-3} > |D|$. Hence, $|M - D| \geq 5l^* - l^* = 4l^*$. Each vertex in $M - D$ has degree at least $2d - 2$. So the total number of edges incident to $M$ at least $(2d - 2)|M - D|/2 = (d - 1)|M - D| \geq 4(d - 1)l^* \geq 2dl^*$, since $d \geq 2$.

Let $E(M)$ denote the set of edges in $G$ incident to $M$, and let $E = E(G)$. We have $|E(M)| \geq 2dl^*$. So either $|E(M) \cap (E - S)| \geq dl^*$ or $|E(M) \cap S| \geq dl^*$. Note
that \( E(M) \cap (E - S) \subseteq \partial(S) \) and \( E(M) \cap S \subseteq \partial(E - S) \). Hence, we have either \( |\partial(S)| \geq dt^* \) or \( |\partial(E - S)| \geq dt^* \). By Proposition 2.1, we have \( B'(g, G) \geq dt^* = c(d) n^{d-1} + O(n^{d-2}) \).

Case 2. \(|M| < 5t^*\). We have \(|R| + |M| + |W| = n^d\). Hence, either \(|R| < n^d/2\) or \(|W| < n^d/2\). Without loss of generality, we may assume that \(|R| < n^d/2\); otherwise, we switch \( S \) with \( E - S \) and hence \( R \) with \( W \). Let \( H = G[R \cup M] \) denote the subgraph of \( G \) induced by \( R \) and \( M \). Note that \( S \subseteq E(H) \). Hence, \(|S| \leq |E(H)| \leq 2d(|R| + |M|)/2 = d(|R| + |M|). \) On the other hand, \(|S| = |E(G)|/2 \geq (1/2)(dn^d - dn^{d-1}). \) So we have

\[
d(|R| + |M|) \geq |S| \geq \frac{1}{2}dn^d - \frac{1}{2}dn^{d-1}.
\]

From this we get

\[
|R| + |M| \geq \frac{1}{2}n^d - \frac{1}{2}n^{d-1}.
\]

So

\[
|R| \geq \frac{1}{2}n^d - \frac{1}{2}n^{d-1} - |M| \geq \frac{1}{2}n^d - \frac{1}{2}n^{d-1} - 5t^*.
\]

By Corollary 3.5, for sufficiently large \( n \) we have \( t^* \geq \frac{1}{2}n^{d-1} \). Hence, \( \frac{1}{2}n^{d-1} \leq \sqrt{dt^*} \) and \(|R| \geq \frac{1}{2}n^d - \sqrt{dt^*} - 5t^* \geq \frac{1}{2}n^d - (d + 5)t^* \). We have

\[
\frac{1}{2}n^{d-1} - (d + 5)t^* < |R| < \frac{1}{2}n^{d-1}.
\]

Since \( l(n, d, j) \) is symmetric on \([0, n(d - 1)]\) and \( \sum_{j=0}^{d(n-1)} l(n, d, j) = |V(G)| = n^d \), we have

\[
\sum_{j=0}^{\lfloor (n-1)d \rfloor - 1} l(n, d, j) \leq \frac{1}{2}n^d \leq \sum_{j=0}^{\lfloor (n-1)d \rfloor} l(n, d, j).
\]

For convenience, let \( M = \lfloor (n-1)d/2 \rfloor \). By Lemma 3.9, \( l(n, d, M - t) \geq (1 - \frac{t}{n-1})t^* \) for \( t \in \left[0, \frac{d+6}{2} \right] - 1 \). Let \( n \) be sufficiently large so that \( n > \left(\frac{d+7}{2}\right) \). We have

\[
\sum_{t=1}^{\frac{d+6}{2}} l(n, d, M - t) \geq \sum_{t=1}^{\frac{d+6}{2}} \left(1 - \frac{t}{n-1}\right)t^* = (d + 6)t^* - \frac{(d+7)}{n-1}t^* \geq (d + 5)t^*.
\]

By (2) and (3), we have \( \sum_{j=0}^{M-d-7} l(n, d, j) \leq |R| \leq \sum_{j=0}^{M} l(n, d, j) \). In other words,

\[
|B(n, d, M - d - 7) < |R| < |B(n, d, M + 1)|.
\]

Therefore, we have \( |B(n, d, r)| \leq |R| < |B(n, d, r+1)| \) for some \( r \in [M-d-7, M+1] \). Let \( q = \lfloor \sqrt{n} \rfloor - 1 \). We may assume that \( n \) is sufficiently large so that \( q \geq d + 7 \). Let \( A \) be a subset of \( R \), with \( |A| = |B(n, d, r)| \). By Theorem 4.2, \( |N^{(\leq q)}(A)| \geq |B(n, d, r + q)| \). Since \( N^{(\leq q)}(A) \subseteq N^{(\leq q)}(R) \), we have \( |N^{(\leq q)}(R)| \geq |B(n, d, r + q)| \). Hence,

\[
|\partial^{(\leq q)}(R)| = |N^{(\leq q)}(R)| - |R| \geq |B(n, d, r + q)| - |B(n, d, r + 1)| = \sum_{j=2}^{q} l(n, d, r + j).
\]
For each $j \in [r+2, r+q]$, we have $j \in [M-d-7, M+q+1]$. Since $|j-M| \leq q+1$, by Lemma 3.9,
\[ l(n, d, j) \geq \left(1 - \frac{q+1}{n-1}\right) l^* \geq \left(1 - \frac{\sqrt{n}}{n-1}\right) l^* \geq \left(1 - \frac{2}{\sqrt{n}}\right) l^*. \]
Hence,
\[ |\partial^{(\leq q)}(R)| \geq \sum_{j=2}^{q} l(n, d, r+j) \geq (q-1) \left(1 - \frac{2}{\sqrt{n}}\right) l^*. \]

Let $E(\partial^{(\leq q)}(R))$ denote the set of edges incident to $\partial^{(\leq q)}(R)$. By Lemma 4.6,
\[ |E(\partial^{(\leq q)}(R))| \geq d|\partial^{(\leq q)}(R)| - dn^{d-1}. \]
Finally, note that $E(\partial^{(\leq q)}(R)) \subseteq \partial^{(\leq q+1)}(S)$. By applying Proposition 2.2 to the line graph $L(G)$, we have
\[
B'(g, G) \geq |\partial^{(\leq q+1)}(S)|/(q+1) \\
\geq |E(\partial^{(\leq q)}(R))|/(q+1) \\
\geq \left(d|\partial^{(q)}(R)| - dn^{d-1}\right)/(q+1) \\
\geq d \left[(q-1) \left(1 - \frac{2}{\sqrt{n}}\right) l^*/(q+1) - dn^{d-1}/(q+1)\right] \\
= dl^* \left(\frac{\sqrt{n} - 2}{\sqrt{n}}\right) \left(1 - \frac{2}{\sqrt{n}}\right) + O(n^{d-\frac{3}{2}}) \quad \text{(using } q = \sqrt{n} - 1) \\
= c(d)dn^{d-1} + O(n^{d-\frac{3}{2}}) \quad \text{(by Theorem 3.7).} \tag*{\qed}
\]

5. Edge-bandwidth of the Hamming graph I: Upper bound. In this section we derive an upper bound on $B'(K_n^d)$. We view any vertex $x$ in $K_n^d$ as an $n$-ary $d$-string $x = \langle x_1, x_2, \ldots, x_d \rangle$, where, for all $i$, $x_i \in \{0, 1, \ldots, n-1\}$. Two vertices $x = \langle x_1, x_2, \ldots, x_d \rangle$ and $y = \langle y_1, y_2, \ldots, y_d \rangle$ are adjacent in $K_n^d$ if and only if the two strings differ in precisely one coordinate. As in section 4, for each $x = \langle x_1, x_2, \ldots, x_d \rangle$, we define the weight of $x$ as $wt(x) = x_1 + x_2 + \cdots + x_d$. Note that, when $n = 2$, $K_n^d$ is just the $d$-dimensional hypercube $Q_d$, and, for each vertex $x$, $wt(x)$ is the number of $1$’s in the binary string that represents $x$. The edge-bandwidth $B'(Q_d)$ was asymptotically determined by Balogh, Mubayi, and Pluhár [5], while the vertex bandwidth $B(Q_d)$ was completely determined by Harper in his paper [13]. We will combine the labelings used in these results to design a labeling that yields an upper bound on $B'(K_n^d)$. Let us recall the labelings used in [5, 13].

Definition 5.1. The vertex-Hales numbering of $V(Q_d)$ is a bijection $h : V(Q_d) \rightarrow \{1, 2, \ldots, 2^d\}$ such that $h(x) < h(y)$ if either $wt(x) < wt(y)$ or $wt(x) = wt(y)$ and $x_s > y_s$, where $s = \min\{t : x_t \neq y_t\}$.

Note that, in section 4, we called a similar ordering on $V(P_n^d)$ the simplicial order. Harper showed that the vertex-Hales numbering achieves the vertex bandwidth for $Q_d$. 
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Theorem 5.2 (see [13]). Let \( h \) be the vertex-Hales numbering of \( Q_d \). Then

\[
B(Q_d) = B(h) = \sum_{k=0}^{d-1} \binom{k}{\lfloor k/2 \rfloor} = (1 + o(1)) \left( \frac{d}{\lfloor d/2 \rfloor} \right).
\]

The last equality used standard estimates of binomial coefficients. Next we describe the labeling used by Balogh, Mubayi, and Pluhár in establishing an asymptotically tight upper bound on \( B'(Q_d) \). For convenience, we will call this numbering the edge-Hales numbering. Our description of the numbering is equivalent to the one used in [5].

Definition 5.3 (see [5]). The edge-Hales numbering of \( Q_d \) is a bijection \( f : E(Q_d) \to \{1, 2, \ldots, 2^d + 2d^{d-1}\} \) such that for any two edges \( vw \) and \( xy \), where \( wt(w) = wt(v) + 1 \) and \( wt(y) = wt(x) + 1 \), we have \( f(vw) < f(xy) \) if either (i) \( h(v) < h(x) \) or (ii) \( v = x \) and \( h(v) < h(y) \).

Theorem 5.4 (see [5]). Let \( f \) denote the edge-Hales labeling of \( Q_d \). Then

\[
\left( \frac{d}{2} + o(d) \right) \left( \frac{d}{\lfloor d/2 \rfloor} \right) \leq B'(Q_d) \leq B'(f) \leq \left( \frac{d}{2} + o(d) \right) \left( \frac{d}{\lfloor d/2 \rfloor} \right).
\]

Now we combine the two numberings mentioned above to obtain a total numbering on \( V(Q_d) \cup E(Q_d) \), which we will call the mixed-Hales numbering of \( Q_d \). This numbering is produced by the following algorithm.

Algorithm 5.5 (the mixed-Hales numbering \( m \) of \( Q_d \)).

Input: The \( d \)-dimensional hypercube \( Q_d \).

Output: A bijection \( m : V(Q_d) \cup E(Q_d) \to \{1, 2, \ldots, 2^d + 2d^{d-1}\} \).

Initialization:

1. Denote the edges of \( Q_d \) by \( e_i \), \( 1 \leq i \leq 2^d + d^{d-1} \), according to the edge-Hales numbering \( f \) of \( Q_d \). That is, \( e_i \) is the edge \( e \) with \( f(e) = i \).
2. Let \( m(0^d) = 1 \), where \( 0^d \) denotes the all-0 string of length \( d \).
3. For all \( i, 1 \leq i \leq 2^d - 1 \), let \( m(e_i) = i + 1 \).
4. Set \( i = 1 \).

Iteration:

5. Suppose \( e_i = xy \), where \( wt(y) = wt(x) + 1 \). If \( m(y) \) is not yet defined, then
   (5a) let \( m(y) = m(e_i) + 1 \);
   (5b) for all \( j > i \), let \( m(e_j) = m(e_j) + 1 \).
6. Let \( i = i + 1 \).
7. If \( i = 2^d - 1 + 1 \), terminate; otherwise, go to step (5).

Intuitively speaking, to obtain the mixed-Hales numbering we process the edges one by one in increasing order of edge-Hales label. The algorithm gives a vertex \( y \) an \( m \)-label at the earliest opportunity, as soon as we process the first edge in the edge-Hales numbering incident to \( y \). See Figure 1 for the mixed-Hales labeling of \( Q_3 \).

Next, we summarize some useful facts about mixed-Hales numbering in the following proposition. In particular, we see that the ordering on \( V(Q_d) \) and the ordering on \( E(Q_d) \) inherited from the mixed-Hales numbering \( m \) of \( Q_d \) are precisely the vertex-Hales numbering \( h \) and the edge-Hales numbering \( f \) of \( Q_d \), respectively.

Proposition 5.6. Let \( h, f, m \) denote the vertex-Hales, edge-Hales, and mixed-Hales numberings of \( Q_d \), respectively. Let \( 0^d \) denote the all-0 string of length \( d \) and \( 1^d \) the all-1 string of length \( d \). For each vertex \( x \in V(Q_d) \) \( - \{0^d, 1^d\} \), let \( x^- \) denote the neighbor of \( x \) with the smallest \( h \) label and \( x^+ \) the neighbor of \( x \) with the largest \( h \) label. Then the following apply:
1. For each vertex \( x \in V(Q_d) - \{0^d, 1^d\} \), the string representing \( x^- \) is obtained from the string for \( x \) by flipping the rightmost 1 to a 0, and the string representing \( x^+ \) is obtained from the string for \( x \) by flipping the rightmost 0 to a 1.

2. For each vertex \( x \in V(Q_d) - \{0^d, 1^d\} \), among the edges incident to \( x \), \( xx^- \) has the smallest \( m \) label and \( xx^+ \) has the largest \( m \) label. Hence, in particular, \( m(x) = m(xx^-) + 1 \).

3. For any two edges \( e, e' \) in \( Q_d \), if \( f(e) < f(e') \), then \( m(e) < m(e') \).

4. For any two edges \( vw, xy \) in \( Q_d \), where \( wt(w) = wt(v) + 1 \) and \( wt(y) = wt(x) + 1 \), \( m(vw) < m(xy) \) if and only if either \( h(v) < h(x) \) or \( v = x \) and \( h(w) < h(y) \).

5. For any two vertices \( x, y \in V(Q_d) - \{0^d, 1^d\} \), if \( h(x) < h(y) \), then \( h(x^-) \leq h(y^-) \) and \( h(x^+) \leq h(y^+) \).

6. For any two vertices, \( x, y \) in \( Q_d \), if \( h(x) < h(y) \), then \( m(x) < m(y) \).

Proof. Part 1 follows immediately from the definition of the vertex-Hales numbering (Definition 5.1). Parts 2 and 3 follow immediately from Algorithm 5.5. Part 4 follows from the definition of the edge-Hales numbering \( f \) (Definition 5.3) and part 3.

To prove part 5, suppose \( h(x) < h(y) \). Since \( h(x) < h(y) \), we have \( wt(x) \leq wt(y) \). If \( wt(x) < wt(y) \), then \( wt(x^-) < wt(y^-) \) and \( h(x^-) < h(y^-) \) hold trivially. So we may assume that \( wt(x) = wt(y) \). By part 1, the string representing \( x^- \) is obtained from the string representing \( x \) by flipping the rightmost 1 in \( x \) to 0, and the string for \( y^- \) is obtained from the string for \( y \) by flipping the rightmost 1 in \( y \) to 0. Let \( j \) denote the smallest coordinate in which \( x \) and \( y \) differ. Since \( h(x) < h(y) \), we have \( x_j = 1 \) and \( y_j = 0 \). Since \( wt(x) = wt(y) \), if \( x \) has \( k \) many 1’s in coordinates \( j+1, j+2, \ldots, d \), then \( y \) should have exactly \( k+1 \) many 1’s in coordinates \( j+1, j+2, \ldots, d \). If \( k \geq 1 \), then clearly \( h(x^-) < h(y^-) \). If \( k = 0 \), then \( x^- = y^- \), and hence \( h(x^-) = h(y^-) \). By a very similar argument, we have \( h(x^+) \leq h(y^+) \).
To prove part 6, we may assume without loss of generality that $x, y \notin \{0^1, 1^d\}$. Suppose $h(x) < h(y)$. Since $m(x) = m(xx^-) + 1$ and $m(y) = m(yy^-) + 1$, to prove $m(x) < m(y)$ it suffices to prove that $m(xx^-) < m(yy^-)$. By part 5, $h(x^-) \leq h(y^-)$. Thus, we have either $h(x^-) < h(y^-)$ or $x^- = y^-$. By part 4, we have $m(xx^-) < m(yy^-)$. This completes the proof.

In the next proposition, we bound the number of vertices and the number of edges whose $m$-labels lie between the $m$-labels of two incident edges.

**Proposition 5.7.** Let $h, f, m$ denote the vertex-Hales, edge-Hales, and mixed-Hales numberings of $Q_d$, respectively. Let $e, e'$ be two incident edges in $Q_d$, where $m(e) < m(e')$. Then there are at most $B(h) + 1$ vertices $z$ with $m(e) \leq m(z) \leq m(e')$, and there are at most $B'(f) + 1$ edges $e^*$ with $m(e) \leq m(e^*) \leq m(e')$.

**Proof.** By Proposition 5.6 part 2, an edge $e^*$ satisfies $m(e) \leq m(e^*) \leq m(e')$ if and only if $f(e) \leq f(e^*) \leq f(e')$. Hence, since $e$ and $e'$ are incident, there are at most $|f(e') - f(e)| + 1 \leq B'(f) + 1$ such edges $e^*$. Next, suppose $e$ and $e'$ are both adjacent to $x$. Let $z$ be a vertex with $m(e) \leq m(z) \leq m(e')$. If $x \neq 0^d$ or $1^d$, then it is easy to see that there are at most $d < B(h)$ such vertices $z$. Hence, we may assume that $x \notin \{0^d, 1^d\}$. By Proposition 5.6 part 2, $m(xx^-) \leq m(z) \leq m(xx^+)$. Since $m(x) = m(xx^-) + 1$ and $m(z) > m(xx^-)$, we have $m(z) \geq m(x)$. We show that also $m(z) \leq m(x^+)$. Suppose first that $h(z^-) > h(x)$. Then by Proposition 5.6 part 4, $m(zz^-) > m(xx^+)$, and hence $m(z) = m(zz^-) + 1 > m(xx^+)$, a contradiction. So we must have $h(z^-) \leq h(x)$. By Proposition 5.6 part 5, $h((z^-)^+) \leq h(x^+)$. Since $h(z) \leq h((z^-)^+)$, we have $h(z) \leq h(x^+)$, and thus $m(z) \leq m(x^+)$. So any vertex $z$ satisfying $m(e) \leq m(z) \leq m(e')$ must satisfy $h(x) \leq h(z) \leq h(x^+)$. There are at most $h(x) - h(x^-) + 1 = B(h) + 1$ such vertices $z$.

**Lemma 5.8.** Let $p, q, t$ be positive integers. Let $G$ be a graph obtained from $Q_d$ by replacing each vertex $x$ of $Q_d$ by a $t$-vertex graph $G_x$ having $p$ edges and each edge $xy$ of $Q_d$ by a set of $q$ cross edges between $V(G_x)$ and $V(G_y)$. Then $B'(G) \leq p(B(h) + 1) + q(B'(f) + 1)$, where $h, f$ denote the vertex-Hales and edge-Hales numberings of $Q_d$, respectively.

**Proof.** Apply Algorithm 5.5 to obtain the mixed-Hales numbering $m$ of $Q_d$. List elements of $V(Q_d) \cup E(Q_d)$ in the order determined by $m$, and call this list $L$. We produce a labeling $g$ of $E(G)$ as follows. Start with label 1. As we scan $L$, each time we encounter a vertex $x$, we allocate the next $p$ consecutive labels to the edges of $G_x$, and each time we encounter an edge $e = xy$, we allocate the next $q$ consecutive labels to the set of $q$ cross edges between $V(G_x)$ and $V(G_y)$.

Consider any pair of incident edges $e$ and $e'$ in $G$ with $g(e) < g(e')$. Suppose both are incident to vertex $w$, and $w$ lies in $G_x$. If $x \notin \{0^d, 1^d\}$, then it is easy to see that $|g(e) - g(e')| \leq p + dq < p(B(h) + 1) + q(B'(f) + 1)$. Hence we may assume that $x \notin \{0^d, 1^d\}$. By our labeling scheme $|g(e) - g(e')|$ is maximum when $e$ is among the set of $q$ edges of $G$ associated with edge $xx^-$ in $Q_d$ and $e'$ is among the set of $q$ edges of $G$ associated with edge $xx^+$ in $Q_d$. By Proposition 5.7 and the definition of $g$, $|g(e) - g(e')| \leq p(B(h) + 1) + q(B'(f) + 1)$.

Now we apply Lemma 5.8 to get an upper bound on $B'(K^d_n)$. For convenience, we consider only even $n$. For odd $n$, we can upper bound $B'(K^d_{n+1})$ by $B'(K^d_{n+2})$. We can view $K^d_n$ as being obtained from $Q_d$ by replacing each vertex of $Q_d$ with a copy of $K^d_{n/2}$ and replacing each edge of $Q_d$ by the set of edges between two neighboring copies of $K^d_{n/2}$ in $K^d_n$. More specifically, for each $x = (x_1, \ldots, x_d) \in V(Q_d)$, let $O(x)$ denote the subgraph of $K^d_n$ induced by the set of vertices $\{w = (w_1, \ldots, w_d) : 0 \leq w_i \leq n/2 - 1 \text{ if } x_i = 0, \text{ otherwise } 0 \leq w_i \leq n - 1 \text{ if } x_i = 1\}$. Then each $O(x)$ is a copy of...


We have noticed that the edge-Hales labeling of classes of edges, either internal to orthants or crossing between orthants, are labeled. 

Having one end point in neighboring orthants in blocks in the order of the edge-Hales labeling of thesis [4]. To develop a constructive upper bound on $B$ for $\mathcal{O}$ subgraph $(\mathcal{Q}, E)$ following.

\begin{equation}
B'(K_n^d) \leq e(K_n^d)(B(h) + 1) + q(n, d)(B'(f) + 1).
\end{equation}

**Lemma 5.9.** Let $d$ be a positive integer and $n$ a positive even integer. We have

\begin{equation}
B'(K_n^d) \leq (d + o(d))\left(\frac{n}{2}\right)^d (n - 1) = (1 + o(1))\frac{\sqrt{d}}{2\pi} n^d (n - 1),
\end{equation}

as $d \to \infty$.

**Proof.** Using Lemma 5.9, Theorems 5.2 and 5.4, $e(K_n^d) = d(\frac{n}{2})^{d-1}(\frac{n}{2})$, $q(n, d) = (\frac{n}{2})^{d-1}$, and $\sum_{k=0}^{d-1} \binom{k}{d/2} = (1 + o(1))(\frac{n}{2})^{d-1}$, we have

\begin{equation}
B'(K_n^d) \leq \left[d\left(\frac{n}{2}\right)^d \cdot \left(\frac{n}{2}\right) \cdot \left(1 + \sum_{k=0}^{d-1} \binom{k}{d/2}\right)\right] + \left(\frac{n}{2}\right)^d \cdot \left(\frac{n}{2}\right)^d \cdot \left(\frac{n}{2}\right)^d \cdot \left(\frac{n}{2}\right)^d \cdot \left(\frac{n}{2}\right)^d \cdot \left(\frac{n}{2}\right)^d \cdot \left(\frac{n}{2}\right)^d 
\end{equation}

\begin{equation}
= (1 + o(1))\left(\frac{n}{2}\right)^d \cdot \left(1 + \sum_{k=0}^{d-1} \binom{k}{d/2}\right)\right] + (1 + o(1))\left(\frac{n}{2}\right)^d \cdot \left(1 + \sum_{k=0}^{d-1} \binom{k}{d/2}\right)\right],
\end{equation}

\begin{equation}
= (1 + o(1))\left(\frac{n}{2}\right)^d \cdot \left(1 + \sum_{k=0}^{d-1} \binom{k}{d/2}\right)\right] + (1 + o(1))\left(\frac{n}{2}\right)^d \cdot \left(1 + \sum_{k=0}^{d-1} \binom{k}{d/2}\right)\right],
\end{equation}

\begin{equation}
= (1 + o(1))\left(\frac{n}{2}\right)^d \cdot \left(1 + \sum_{k=0}^{d-1} \binom{k}{d/2}\right)\right] + (1 + o(1))\left(\frac{n}{2}\right)^d \cdot \left(1 + \sum_{k=0}^{d-1} \binom{k}{d/2}\right)\right],
\end{equation}

On a historic note, the idea of blowing up each vertex of $\mathcal{Q}$ to an “orthant” subgraph $O(x)$ of $K_n^d$ was used by Harper in [15] in his constructive upper bound for $B(K_n^d)$. It was independently discovered by one of us while supervising an M.A. thesis [4]. To develop a constructive upper bound on $B'(K_n^d)$, we used this idea by labeling edges internal to orthants in blocks in the order of the vertex-Hales numbering of $\mathcal{Q}$, which achieved $B(\mathcal{Q})$ [13]. Our next step was to label cross edges between neighboring orthants in blocks in the order of the edge-Hales labeling of $\mathcal{Q}$ achieving $B'(\mathcal{Q})$ asymptotically, described earlier and originating in [5]. In this way both classes of edges, either internal to orthants or crossing between orthants, are labeled. The final step was to merge these two labelings efficiently. The key idea here is to notice that the edge-Hales labeling of $\mathcal{Q}$ is in some natural sense induced by the vertex-Hales numbering.
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6. Edge-bandwidth of the Hamming graph II: Lower bound. In this section we establish a lower bound for $B'(K_n^d)$ which matches the upper bound of the previous section asymptotically when $n$ is even. Our technique employs a theorem of Harper giving a solution to the isoperimetric problem in $[0,1]^d$.

The approach is to look at $K_n^d$ geometrically as a $d$-dimensional box having side length 1 and so containing $n^d$ many $d$-dimensional cells of length $1/n^d$ in each dimension. More specifically, we consider the following mapping from $V(K_n^d)$ to $[0,1]^d$. For each $i \in \{0, \ldots, n-1\}$, let $I_i$ denote the interval $[\frac{i}{n}, \frac{i+1}{n}]$ of real numbers. For each vertex $x = \langle x_1, x_2, \ldots, x_d \rangle$ in $K_n^d$, where each $x_i \in \{0,1, \ldots, n-1\}$, let $g(x) = I_{x_1} \times I_{x_2} \times \cdots \times I_{x_d}$. Thus $g(x)$ is a $d$-dimensional cell of length $1/n^d$ in each dimension. Under this mapping, a subset $W$ of $k$ vertices in $V(K_n^d)$ then corresponds to a collection $S$ of $k$ of these cells. $S$ is a set of measure $k/n^d$ in $[0,1]^d$, the $d$-fold product of the unit interval, equipped with the Lebesgue measure.

Given two points $x = \langle x_1, x_2, \ldots, x_d \rangle$ and $y = \langle y_1, y_2, \ldots, y_d \rangle$ in $[0,1]^d$, we say that $x$ and $y$ are neighbors if there exists $k \in \{1,2, \ldots, d\}$ such that $x_k \neq y_k$ but $x_i = y_i$ for all $i \neq k$. We write $x \leftrightarrow y$ if $x$ and $y$ are neighbors. Given a measurable subset $S$ of $[0,1]^d$, we define the shadow $\Phi(S)$ to be

$$\Phi(S) = \{y \in [0,1]^d - S : \exists x \in S \ x \leftrightarrow y\}.$$ 

We define iterated shadows of $S$ recursively as follows. Let $\Phi^{(1)}(S) = \Phi(S)$, and inductively define $\Phi^{(i+1)}(S) = \Phi(\Phi^{(i)}(S))$.

For a measurable subset $S$ of $[0,1]$, let $|S|$ denote its measure. The following proposition is clear from our definitions and discussions above.

**Proposition 6.1.** Let $g$ be the mapping from $V(K_n^d)$ to $[0,1]^d$ defined above. Let $W$ be a subset of $V(K_n^d)$ and $l$ a positive integer with $1 \leq l \leq d$. We have $g(\partial^{(l)}(W)) = \Phi^{(l)}(g(W))$. Hence, $|\partial^{(l)}(W)| = |\Phi^{(l)}(g(W))| \cdot n^d$.

To establish a lower bound on $B'(K_n^d)$ we will need to establish a lower bound on $\partial(W)$ for any subset $W$ of $V(K_n^d)$ of a given size $k$. By Proposition 6.1, it suffices to consider the problem of minimizing $|\Phi(S)|$ over all measurable subsets $S$ of $[0,1]^d$ of a given measure. In [14], Harper showed that the problem of minimizing $|\Phi(S)|$ over all measurable subsets $S$ of $[0,1]^d$ of a given measure reduces to that of minimizing $|\Phi(S)|$ over all suitably “compressed” such subsets. He then showed by using variational methods that for any given $v$, $0 \leq v \leq 1$, the smallest value of $|\Phi(S)|$ over all such subsets of measure $v$ is achieved by a “Hamming ball,” which we define as follows.

**Definition 6.2.** Let $t$ be a real number with $0 \leq t \leq 1$. For any binary $d$-tuple $x$ of $Q_d$, let $K(x,t)$ be the subset of $[0,1]^d$ defined by

$$K(x,t) = \{y \in [0,1]^d : 0 \leq y_i \leq t \text{ if } x_i = 1, \text{ and } t < y_i \leq 1 \text{ if } x_i = 0, 1 \leq i \leq d \}.$$ 

Define the subset $HB(d,k,t)$ of $[0,1]^d$ called a Hamming ball by

$$HB(d,k,t) = \bigcup_{w(t) \leq k} K(x,t).$$ 

Note that if $x$ has weight $i$, then the measure of $K(x,t)$ is $t^i(1-t)^{d-i}$. So the measure of $HB(d,k,t)$ is $v = v(d,k,t) = \sum_{i=0}^{k} \binom{d}{k} t^i(1-t)^{d-i}$, and the size of its shadow is $|\Phi(HB(d,k,t))| = \binom{d}{k} t^{k+1}(1-t)^d - k - 1$. For convenience, we use $\alpha(d,m,t)$ to denote $\binom{d}{m} t^m(1-t)^{d-m}$. Then $|\Phi(HB(d,k,t))| = \alpha(d,k+1,t)$. We can now state Harper’s theorem.
Theorem 6.3 (see [14, Theorem 1]). For any given \( v \) with \( 0 \leq v \leq 1 \), the minimum of \( |\Phi(S)| \) over all subsets \( S \) of \([0, 1]^d\) of measure \( v \) is achieved by some \( HB(d, k, t) \) for suitable \( k \) and \( t \).

To make effective use of Theorem 6.3, we need to analyze \( |\Phi(HB(d, k, t))| = \alpha(d, k + 1, t) \). Observe that if \( X \) is a random variable drawn from the binomial distribution \( BIN(d, t) \), then 

\[
\Pr(X \leq k) = \sum_{i=0}^{k} \binom{d}{i} t^i (1-t)^{d-i}
\]

and 

\[
\Pr(X = k + 1) = \binom{d}{k+1} t^{k+1} (1-t)^{d-k-1}.
\]

Our general approach is again the one used in [9, 5], and the proof of Theorem 4.7. Given an optimal edge labeling of \( E(K^d_n) \), we consider the set \( S' \leq E(K^d_n) \) of size about \( |E(K^d_n)|/2 \) receiving the smallest labels. We then lower bound \( \partial(S') \) or \( |\Phi(S')| \) for an adequate \( q \). By an argument similar to the one used in the proof of Theorem 4.7, lower bounding \( |\partial(S')| \) is reduced to lower bounding \( |\Phi(S')| \) for a corresponding set \( S \subseteq V(K^d_n) \), with \( |S| \) near \( \frac{1}{2}n^d \). This then reduces to lower bounding \( |\Phi(S)| \), where \( S \subseteq [0, 1]^d \), with \( S \) having measure near \( \frac{1}{2} \). By Theorem 6.3, we need to estimate \( |\Phi(HB(d, k, t))| = \alpha(d, k + 1, t) \) when \( v(d, k, t) \) is near \( \frac{1}{2} \). In light of our earlier observation, this means lower bounding \( \Pr(X = k + 1) \) when \( \Pr(X \leq k) \) is close to \( \frac{1}{2} \), where \( X \) is a random variable drawn from \( BIN(d, t) \). One could in principle obtain such a lower bound by approximating \( BIN(d, t) \) using a normal distribution. But the error analysis in such an approximation is quite involved. Further, when the expected value \( dt \) is either too close to 0 or too close to \( d \), a normal distribution approximation becomes infeasible.

Here we use a self-contained and completely combinatorial approach to obtain our estimates. We think our approach is of independent interest. We need a lemma from [21].

Lemma 6.4 (see [21, Lemma B.7]). Let \( n \) be a positive integer and \( p \) a real number such that \( 0 \leq p \leq 1 \). Let \( X \) be a random variable drawn from the binomial distribution \( B(n, p) \) (where \( n \) is the number of independent trials and \( p \) is the probability of success of each trial). Then

\[
\Pr(X \leq \lfloor np \rfloor - 1) \leq 1/2 \leq \Pr(X \leq \lfloor np \rfloor).
\]

Lemma 6.4 suggests that if \( \Pr(X \leq k) \) is close to \( \frac{1}{2} \), then \( k \) is close to the expected value \( np \). Thus, we need to lower bound \( \Pr(X = k + 1) \) for those \( k \) close to \( np \).

Lemma 6.5. If \( z \) is a real number with \( 0 < z < \frac{1}{2} \), then \( 1 - z \geq e^{-2z} \). Let \( x, y, a \) be positive real numbers such that \( x, y \geq 2a \). Then

\[
(1 + \frac{a}{x})^x (1 - \frac{a}{y})^y \geq e^{-\frac{a^2}{x} - \frac{a^2}{y}}.
\]

Proof. For any real number \( w \), with \( 0 < w \leq \frac{1}{2} \), we have

\[
\ln(1 + w) = -w - \frac{w^2}{2} + \frac{w^3}{3} - \frac{w^4}{4} + \cdots \geq w - \frac{w^2}{2} > w - w^2,
\]

\[
\ln(1 - w) = w - \frac{w^2}{2} - \frac{w^3}{3} - \frac{w^4}{4} - \cdots \geq -w - w^2.
\]

If \( 0 < z < \frac{1}{2} \), then \( \ln(1 - z) \geq -z - z^2 \geq -2z \). So \( 1 - z \geq e^{-2z} \). Since \( x, y \geq 2a \), \( 0 < \frac{x}{2a}, \frac{y}{2a} \leq \frac{1}{2} \). Let \( K = (1 + \frac{a}{x})(1 - \frac{a}{y})^y \). It suffices to show that \( \ln K \geq -\frac{a^2}{x} - \frac{a^2}{y} \). Indeed, we have

\[
\ln K = x \ln (1 + \frac{a}{x}) + y \ln (1 - \frac{a}{y}) \geq x \left( \frac{a}{x} - \frac{a^2}{x^2} \right) + y \left( -\frac{a}{y} - \frac{a^2}{y^2} \right) = -\frac{a^2}{x} - \frac{a^2}{y}.
\]
Our next lemma says that if $X$ is a random variable drawn from $BIN(n, p)$, where $np$ is not too small or too large and $k$ is near $np$, then $Pr(X = k)$ is lower bounded by $\frac{\sqrt{2}}{\pi n}(1-o(1))$ as $n \to \infty$. We postpone its somewhat technical proof to the appendix.

**Lemma 6.6.** Let $n$ be a positive integer. Let $p$ be a real number such that $0 < p < 1$. Suppose $5\sqrt{\ln n} \leq np \leq n - 5\sqrt{\ln n}$. Let $k$ be a nonnegative integer. Let $X$ be a random variable drawn from $BIN(n, p)$.

If $|k - np| \leq \sqrt{\ln n}$, then $Pr(X = k) \geq \frac{\sqrt{2}}{\pi n} \cdot e^{-\frac{1}{\sqrt{\ln 2n}}}$ when $n$ is sufficiently large.

Now we use Lemma 6.6 to give lower bounds on $|\Phi(S)|$, for subsets $S$ of $[0, 1]^d$ having measure near $\frac{1}{2}$.

**Theorem 6.7.** Let $d$ be a sufficiently large positive integer. Let $S$ be a subset of $[0, 1]^d$ with measure $v = |S|$. If $|S| - \frac{1}{2} \leq \sqrt{\frac{2}{\pi d}} \cdot \sqrt{\ln d} \cdot e^{-\frac{10}{\sqrt{\ln 2n}}}$, then $|\Phi(S)| \geq \sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{1}{\sqrt{\ln 2n}}}$.

**Proof.** By Theorem 6.3, $|\Phi(S)|$ is minimum when $S$ is a Hamming ball. Hence, we may assume $S = HB(d, k, t)$ for some $k$ and $t$, where $k$ is an integer with $1 \leq k \leq d-1$ and $t$ is a real number with $0 < t < 1$. We have $|S| = v(d, k, t) = \sum_{i=0}^{k} a(d, i, t)$ and $|\Phi(S)| = \alpha(d, k+1, t)$. As observed earlier, if $X$ is a random variable drawn from $BIN(d, t)$, then $|S| = Pr(X \leq k)$ and $|\Phi(S)| = Pr(X = k + 1)$. By our assumption,

\begin{equation}
Pr(X \leq k) - \frac{1}{2} \leq \frac{1}{\sqrt{\frac{2}{\pi d}} \cdot \sqrt{\ln d} \cdot e^{-\frac{10}{\sqrt{\ln 2n}}}}.
\end{equation}

By Lemma 6.4,

\begin{equation}
Pr(X \leq |dt| - 1) \leq \frac{1}{2} \leq Pr(X \leq |dt|).
\end{equation}

We consider several cases.

**Case 1.** $5\sqrt{\ln d} \leq dt \leq d - 5\sqrt{\ln d}$. By Lemma 6.6, for each integer $m$ with $|m - dt| \leq \sqrt{\ln d}$, we have $Pr(X = m) \geq \frac{\sqrt{2}}{\pi d} \cdot e^{-\frac{1}{\sqrt{\ln 2n}}}$, when $d$ is large. Hence, for sufficiently large $d$, we have

\begin{align*}
Pr(X \leq |dt| + \lfloor \sqrt{\ln d} - 3 \rfloor) &\geq \frac{1}{2} + (\sqrt{\ln d} - 3) \cdot \sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{1}{\sqrt{\ln 2n}}} \\
&\geq \frac{1}{2} + \sqrt{\frac{2}{\pi d}} \cdot \sqrt{\ln d} \cdot e^{-\frac{10}{\sqrt{\ln 2n}}} \geq Pr(X \leq k),
\end{align*}

where the last inequality follows from (6). So $k \leq |dt| + \lfloor \sqrt{\ln d} - 3 \rfloor$. By a similar argument, we have $k \geq |dt| - 1 - (\lfloor \sqrt{\ln d} - 3 \rfloor)$. It follows that $|(k+1) - dt| \leq \sqrt{\ln d}$. Since $5\sqrt{\ln d} \leq dt \leq d - 5\sqrt{\ln d}$, by Lemma 6.6, we have

\begin{equation}
|\Phi(S)| = Pr(X = k + 1) \geq \sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{1}{\sqrt{\ln 2n}}}.
\end{equation}

**Case 2.** $dt < 5\sqrt{\ln d}$. In this case, we have $t < \frac{5\sqrt{\ln d}}{d}$. Suppose $t \leq \frac{1}{4d}$. Then

\begin{equation}
Pr(X \leq k) \geq Pr(X = 0) = (1 - t)^d \geq \left(1 - \frac{1}{4d}\right)^d \geq e^{-2 \cdot \frac{1}{d}} \cdot d \geq e^{-\frac{1}{2}} > 0.6,
\end{equation}

contradicting (6) for large $d$. So $t > \frac{1}{4d}$.
If \( k > 3dt \), then by Markov’s inequality we have \( Pr(X > k) \leq \frac{1}{k} \) and hence 
\( Pr(X \leq k) > \frac{2}{3} \), contradicting (6) for large \( d \). So we have \( k \leq 3dt \leq 15\sqrt{\ln d} \). Let \( m = k + 1 \). Then \( m \leq 16\sqrt{\ln d} \). We have (recalling that \( \frac{1}{4} \leq dt \leq 5\sqrt{\ln d} \))

\[
|\Phi(S)| = Pr(X = k + 1) = Pr(X = m) = \left( \frac{d}{m} \right)^m (1 - t)^{d-m} \\
\geq \left( \frac{d}{m} \right)^m \cdot t^m \cdot (1 - t)^d \\
\geq \left( \frac{dt}{m} \right)^m \cdot e^{-2td} \\
= e^{-\ln 4m - 15\sqrt{\ln d}} \\
\geq \frac{1}{d^4} \geq \sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}} 
\]

**Case 3.** \( dt > d - 5\sqrt{\ln d} \). In this case, we apply almost identical reasoning as 
in Case 2 but with \( 1 - t \) playing the role of \( t \). First we show \( 1 - t \geq \frac{1}{4d} \). Then 
we apply Markov’s inequality to \( d - X \) to show that \( d - k \leq 15\sqrt{\ln d} \) and therefore 
\( d - m \leq 16\sqrt{\ln d} \). Then we establish the lower bound on \( |\Phi(S)| \) as in Case 2, with 
\( 1 - t \) playing the role of \( t \) and \( d - m \) playing the role of \( m \). We omit the details.

**Corollary 6.8.** Let \( d \) be a sufficiently large positive integer. Let \( S \) be a subset 
of \([0, 1]^d\) with measure \( v = |S| \). Suppose 
\[
1 - \sqrt{\frac{2}{\pi d}} \cdot \sqrt{\ln d} \cdot e^{-\frac{10}{\sqrt{\ln d}}} \leq |S| \leq \frac{1}{2} 
\]

Then either 
\[
|\Phi(S)| \geq 2\sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}} 
\]

or there exists an integer \( l \geq 2 \) such that 
\[
\frac{|\Phi^{(\leq l)}(S) - \Phi(S)|}{l + 1} \geq \sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}} . 
\]

**Proof.** For each \( i \), let \( S_i = \Phi^{(i)}(S) \). Let \( l \) denote the smallest \( m \) such that 
\[
|S_1 \cup S_2 \cup \cdots \cup S_m| \geq \sqrt{\frac{2}{\pi d}} \cdot \sqrt{\ln d} \cdot e^{-\frac{10}{\sqrt{\ln d}}} . 
\]

Let \( i \in \{1, \ldots, l\} \). Let \( S' = S \cup S_1 \cup \cdots \cup S_{i-1} \). Then 
\[
|S'| = |S| + |S_1 \cup \cdots \cup S_{i-1}| \leq \frac{1}{2} + \sqrt{\frac{2}{\pi d}} \cdot \sqrt{\ln d} \cdot e^{-\frac{10}{\sqrt{\ln d}}} . 
\]

By Theorem 6.7, we have 
\[
|S_i| = |\Phi(S')| \geq \sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{1}{\sqrt{\ln d}}} . 
\]

Since this holds for all \( i \leq l \), we have 
\[
|S_1 \cup \cdots \cup S_{i-1}| \geq (l - 1) \cdot \sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{1}{\sqrt{\ln d}}} . 
\]

If \( l > \sqrt{\ln d} - 3 \), then 
\[
|S_1 \cup \cdots \cup S_{i-1}| > (\sqrt{\ln d} - 4) \cdot \sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{1}{\sqrt{\ln d}}} \geq \sqrt{\frac{2}{\pi d}} \cdot \sqrt{\ln d} \cdot e^{-\frac{10}{\sqrt{\ln d}}} , 
\]
contradicting our choice of \( l \). So we have \( l \leq \sqrt{\ln d} - 3 \).
Now, if $|S_1| = |\Phi(S)| \geq 2\sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}$, then we are done. Otherwise, we have

$$|\Phi^{(l)}(S) - \Phi(S)| = |S_1 \cup \cdots \cup S_l| - |S_1| \geq \sqrt{\frac{2}{\pi d} \cdot (\ln d - 2)} \cdot e^{-\frac{10}{\sqrt{\ln d}}}.$$ 

Thus since $l + 1 \leq \sqrt{\ln d} - 3$, we get

$$\frac{|\Phi^{(l)}(S) - \Phi(S)|}{l + 1} \geq \sqrt{\frac{2}{\pi d} \cdot e^{-\frac{10}{\sqrt{\ln d}}}}.$$ 

The two corollaries which follow are just the equivalents of Theorem 6.7 and Corollary 6.8 for $K_n^d$, under the correspondence between $[0,1]^d$ and $K_n^d$ described in Proposition 6.1.

**Corollary 6.9.** Let $n$ and $d$ be positive integers, where $d$ is sufficiently large. Let $S$ be a subset of $V(K_n^d)$.

If $|S| - \frac{n^d}{2} \leq \sqrt{\frac{2}{\pi d} \cdot \ln d \cdot e^{-\frac{10}{\sqrt{\ln d}}} \cdot n^d}$, then $|\Phi(S)| \geq \sqrt{\frac{2}{\pi d} \cdot e^{-\frac{1}{2\sqrt{\ln d}}} \cdot n^d}$.

**Corollary 6.10.** Let $n$ and $d$ be positive integers, where $d$ is sufficiently large. Let $S$ be a subset of $V(K_n^d)$. Suppose

$$\left(\frac{1}{2} - \sqrt{\frac{2}{\pi d} \cdot \ln d \cdot e^{-\frac{10}{\sqrt{\ln d}}}}\right) \cdot n^d \leq |S| \leq \frac{1}{2} \cdot n^d.$$

Then either

$$|\partial(S)| \geq 2\sqrt{\frac{2}{\pi d} \cdot e^{-\frac{10}{\sqrt{\ln d}}} \cdot n^d}$$

or there exists an integer $l \geq 2$ such that

$$\frac{|\partial^{(l)}(S) - \partial(S)|}{l + 1} \geq \sqrt{\frac{2}{\pi d} \cdot e^{-\frac{10}{\sqrt{\ln d}}} \cdot n^d}.$$ 

Corollary 6.9 readily yields the following lower bound on the vertex bandwidth $B(K_n^d)$.

**Theorem 6.11.** Let $n$ be a fixed positive integer. For all positive integers $d$ we have $B(K_n^d) \geq (1 - o(1))\sqrt{\frac{2}{\pi d}} n^d$.

**Proof.** Consider a labeling $f$ of $V(K_n^d)$ that achieves the bandwidth. Let $S$ denote the set of vertices receiving labels $1, 2, \ldots, \lfloor n^d/2 \rfloor$. By Corollary 6.9, $|\partial(S)| \geq (1 - o(1))\sqrt{\frac{2}{\pi d}} n^d$. Thus, $B(K_n^d) = B(f) \geq |\partial(S)| \geq (1 - o(1))\sqrt{\frac{2}{\pi d}} n^d$. 

In [15], Harper obtained the same lower bound on $B(K_n^d)$ when both $n$ and $d$ go to infinity. For even $n$, the lower bound for $B(K_n^d)$ in Theorem 6.11 matches asymptotically the upper bound for $B(K_n^d)$ given in [15] as $d \to \infty$. Recently, Balogh et al. [6] obtained improved upper and lower bounds on $B(K_n^3)$.

We now establish a lower bound on $B'(K_n^d)$ that asymptotically matches the upper bound given in Theorem 5.10 when $n$ is even. We follow the approach used in [9, 5].
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Theorem 6.12. Let \( n \) be a fixed positive integer. We have
\[
B'(K_n^d) \geq (1 - o(1)) \sqrt{\frac{d}{2\pi}} n^d(n - 1) \quad \text{as } d \to \infty.
\]

Proof. Let \( f \) be an optimal labeling of \( E(K_n^d) \) using labels \( 1, \ldots, \binom{n}{2}dn^{d-1} \). Let \( S \) denote the set of edges receiving the first half of the labels. That is, \( S \) is the set of the edges receiving labels \( 1, 2, \ldots, \frac{1}{2} \binom{n}{2}dn^{d-1} \). Let us call the edges in \( S \) red and the rest of the edges white.

For a vertex \( x \in V(K_n^d) \), let \( E(x) \) denote the set of edges incident to \( x \). A vertex \( x \) is called red if all of the edges in \( E(x) \) are red and white if all of the edges in \( E(x) \) are white; otherwise, it is called mixed. Let \( R, W, \) and \( M \) denote the set of red, white, and mixed vertices, respectively.

We have
\[
|R| + |W| + |M| = n^d.
\]

For \( x \in M \), let \( r(x) \) denote the number of red edges in \( E(x) \). Hence \( 1 \leq r(x) \leq d(n - 1) \). By (double) counting the red edges and the white edges, we have
\[
|\partial(S)| \geq \frac{1}{2} \sum_{x \in M} |d(n - 1) - r(x)|
\]

It readily follows from (9) that \( |R|, |W| < \frac{1}{2} n^d \). Note that the white edges incident to \( M \) belong to \( \partial(S) \). Similarly, the red edges incident to \( M \) belong to \( \partial(E(K_n^d) - S) \).

Therefore, we have
\[
|\partial(S)| \geq \frac{1}{2} \sum_{x \in M} (d(n - 1) - r(x)) \quad \text{and} \quad |\partial(E(K_n^d) - S)| \geq \frac{1}{2} \sum_{x \in M} r(x).
\]

By combining these two inequalities we obtain
\[
B'(K_n^d) \geq \max\{\partial(S), \partial(E(K_n^d) - S)\} \geq \frac{|M| \cdot (n - 1)d}{4}.
\]

If \( |M| \geq \frac{\sqrt{\frac{2}{\pi}} \cdot n^d \cdot e^{-\frac{10}{\pi d}}} \), then by (11) we have
\[
B'(K_n^d) \geq \frac{|M| \cdot (n - 1)d}{4} \geq \sqrt{\frac{\frac{d}{2\pi}}{\frac{2}{\pi d}}} n^d(n - 1) \cdot e^{-\frac{10}{10 \pi d}} = (1 - o(1)) \sqrt{\frac{d}{2\pi}} n^d(n - 1),
\]

and we are done. Hence, we may assume that
\[
|M| \leq 2 \sqrt{\frac{\frac{2}{\pi d}}{\frac{2}{\pi d}}} \cdot n^d \cdot e^{-\frac{10}{\sqrt{\pi d}d}}.
\]

Either
\[
\sum_{x \in M} r(x) \leq |M| \cdot d(n - 1)/2 \quad \text{or} \quad \sum_{x \in M} (d(n - 1) - r(x)) \leq |M| \cdot d(n - 1)/2.
\]

Without loss of generality, let us assume that the first inequality holds, since otherwise we could switch the roles of red and white vertices. By combining this with (9) and (12), we have
\[
\left(\frac{n}{2}\right)dn^{d-1} \leq |R| \cdot d(n - 1) + |M| \cdot d(n - 1)/2 \leq |R| \cdot d(n - 1) + \frac{\sqrt{\frac{2}{\pi d}} n^d \cdot d(n - 1)}{4}.
\]
This yields the lower bound
\[
\left( \frac{1}{2} - \sqrt{\frac{2}{\pi d}} \right) n^d \leq |R| < \frac{1}{2} n^d.
\]

By Corollary 6.10, we have either
\[
|\partial(R)| \geq 2 \sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}} \cdot n^d
\]

or there exists an integer \( l \geq 2 \) such that
\[
\frac{|\partial^{(l)}(R) - \partial(R)|}{l + 1} \geq \sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}} \cdot n^d.
\]

Now clearly \( \partial(R) \subseteq M \). So if (14) holds, then we have
\[
|M| \geq 2 \sqrt{\frac{2}{\pi d}} \cdot n^d \cdot e^{-\frac{10}{\sqrt{\ln d}}},
\]
contradicting (12). Hence, we may assume that (15) holds instead. Let
\[
C = \partial^{(l)}(R) - \partial(R).
\]

Recalling that \( S \) is the set of red edges, we have
\[
E(C) \subseteq \partial^{(l+1)}(S).
\]

Note that
\[
|E(C)| \geq \frac{|C| \cdot d(n-1)}{2}
\]

by applying Proposition 2.2 to the line graph \( L(K^d_n) \), we have
\[
B'(K^d_n) \geq B'(f) \geq \frac{|\partial^{(l+1)}(S)|}{l + 1} \geq \frac{|E(C)| \cdot d(n-1)}{2(l + 1)}
\]

\[
= \frac{|\partial^{(l)}(R) - \partial(R)| \cdot d(n-1)}{2(l + 1)}
\]

\[
\geq \sqrt{\frac{2}{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}} \cdot n^d \cdot \frac{d(n-1)}{2} \quad \text{(by (15))}
\]

\[
= (1 - o(1)) \sqrt{\frac{d}{2\pi}} \cdot n^d(n-1).
\]

7. Concluding remarks. 1. We thank one of the referees for pointing us to the work of Pellegrini [26]. There the weight function \( l(n, d, r) \) is expressed as an exponential sum, using the recurrence in Proposition 3.1 and standard results in Fourier series. This led to [26, Proposition 3]

\[
l(n, d, r) = \frac{2}{\pi} \int_0^{\frac{\pi}{2}} \cos(x(2r - d(n-1))) \left( \frac{\sin(nx)}{\sin x} \right)^d dx.
\]

Recall that \( l^*(n, d) = l(n, d, \left\lfloor \frac{n(d-1)}{2} \right\rfloor) \). So by letting \( r = \left\lfloor \frac{n(d-1)}{2} \right\rfloor \) and adapting Pellegrini’s application of Laplace’s method to estimate this integral for fixed \( n \) and \( d \to \infty \), we obtain

\[
l^*(n, d) = \sqrt{\frac{6}{\pi d}} \left( \frac{n^2}{n^2 - 1} \right)^{n^d-1} + o(n^{d-1}), \quad \text{when } n \text{ is fixed and } d \to \infty.
\]
We note that in Pellegrini’s application it is important to have \( n \) fixed and \( d \to \infty \). Since we are concerned with the case when \( d \) is fixed and \( n \to \infty \), we cannot use (16) in our result. Formula (16) will be useful when one studies \( B'(P_n^d) \) when \( n \) is fixed and \( d \to \infty \).

2. We have asymptotically determined \( B'(K_n^d) \) for fixed even \( n \) and \( d \to \infty \), showing that \( B' \sim \sqrt{\frac{2}{2\pi}} \cdot n^d(n-1) \). In the upper bound labeling, the evenness of \( n \) made it possible to partition \( K_n^d \) into \( 2^d \) many orthants, each isomorphic to \( K_{n/2}^d \).

When \( n = 2m + 1 \) is odd, a similar partition is possible. Here an orthant corresponding to a weight \( k \) vertex of \( Q_d \) is the Cartesian product of \( k \) copies of \( K_{m+1} \) and \( d - k \) copies of \( K_m \). By applying the same labeling scheme, and noting that a maximum dilation occurs at a pair of cross edges incident to a vertex in an orthant associated with a hypercube node of weight \((\frac{d+1}{2}) \), we obtain an upper bound

\[
B'(K_n^d) \leq \frac{2m + 1}{2m} \sqrt{\frac{m}{m+1}} \sqrt{\frac{d}{2\pi}} \cdot n^d(n-1)(1 + o(1)),
\]

when \( n = 2m + 1 \) is fixed and \( d \to \infty \).

This upper bound is within a factor of \( \frac{2m+1}{2m} \sqrt{\frac{m}{m+1}} \) from the lower bound in Theorem 6.12. Note that this factor is close to 1 and tends to 1 as \( m \to \infty \). It would be interesting to determine \( B'(K_n^d) \) asymptotically when \( n \) is odd and \( d \to \infty \). We suspect that the upper bound given here is closer to the truth.

**Appendix. Proof of Lemma 6.6.**

**Proof.** We recall Stirling’s formula that, for all integers \( n \geq 1 \), \( n! = \sqrt{2\pi n} \cdot (n/e)^n \cdot e^{\frac{\theta}{12n}} \) for some \( \theta = \theta(n) \), with \( 0 < \theta < 1 \). We have for some \( \theta_1, \theta_2, \theta_3 \in (0, 1) \)

\[
Pr(X = k) = \binom{n}{k} p^k (1 - p)^{n-k} = \frac{\sqrt{2\pi n} \cdot (\frac{n}{e})^n}{\sqrt{2\pi k(\frac{k}{2}) \cdot \sqrt{2\pi (n-k)} \cdot (\frac{n-k}{e})^{n-k}}} \cdot p^k \cdot (1 - p)^{n-k} \cdot e^{\frac{\theta_1}{12n} - \frac{\theta_2}{24n} - \frac{\theta_3}{36n}} \geq \frac{1}{2\pi} \cdot \sqrt{\frac{n}{k(n-k)}} \cdot \frac{(np)^k}{k} \cdot \left( \frac{n-np}{n-k} \right)^{n-k} \cdot e^{-\frac{\theta_4}{12n} - \frac{\theta_5}{36n}}.
\]

(17)

Let \( a = np - k \). Then \( np = k + a \) and \( |a| \leq \sqrt{\ln n} \) by our assumption. We have

\[
\left( \frac{np}{k} \right)^k \cdot \left( \frac{n-np}{n-k} \right)^{n-k} = \left( 1 + \frac{a}{k} \right)^k \cdot \left( 1 - \frac{a}{n-k} \right)^{n-k} \geq e^{-\frac{a^2}{2n} - \frac{a^2}{n-k}}.
\]

where the first inequality follows from Lemma 6.5. By (17) and (18), we have for large \( n \)

\[
Pr(X = k) \geq \frac{1}{\sqrt{2\pi}} \cdot \sqrt{\frac{n}{k(n-k)}} \cdot e^{-(\ln n + \frac{\theta_4}{2n})\left( \frac{1}{k+\frac{1}{n-k}} \right)}
\]

(19)

\[
\geq \frac{1}{\sqrt{2\pi}} \cdot \sqrt{\frac{n}{k(n-k)}} \cdot e^{-2\ln(\frac{1}{k+\frac{1}{n-k}})}.
\]

Note that \( k(n-k) \) is unimodal and is maximized at \( k = n/2 \). We consider two cases.
Case 1. $k \leq n^{\frac{3}{4}}$ or $n - k \leq n^{\frac{3}{4}}$. In this case, $k(n - k) \leq n^{\frac{3}{4}} \cdot n$. So $\frac{n}{k(n-k)} \geq \frac{1}{n^{\frac{3}{4}}}$. Also, $4\sqrt{n} \leq k \leq 4\sqrt{\ln n}$. So $\frac{n}{k(n-k)} \leq \frac{n}{4\sqrt{n} \ln n(n-4\sqrt{\ln n})} \leq \frac{1}{\sqrt{\ln n}}$. By (19), we have

$$Pr(X = k) \geq \frac{1}{\sqrt{2\pi}} \cdot \frac{1}{n^{\frac{3}{4}}} \cdot e^{-\frac{2\ln n}{\sqrt{\ln n}}} = \frac{1}{\sqrt{2\pi}} \cdot \frac{1}{n^{\frac{3}{4}}} \cdot \frac{1}{d^2 \cdot \sqrt{n}} \geq \sqrt{\frac{2}{n}} \cdot e^{-\frac{1}{\sqrt{n}}} \quad \text{for large } n.$$  

Case 2. $n^{\frac{3}{4}} \leq k \leq n - n^{\frac{3}{4}}$. In this case, we have $\frac{n}{k(n-k)} \geq \frac{n}{n^{\frac{3}{4}+\frac{3}{4}}} = \frac{4}{n}$ and $\frac{n}{k(n-k)} \leq \frac{n}{n^{\frac{3}{4}(n-n^{\frac{3}{4}})}} \leq \frac{2}{n^{\frac{3}{4}}}$. By (19),

$$Pr(X = k) \geq \frac{1}{\sqrt{2\pi}} \cdot \sqrt{\frac{4}{n}} \cdot e^{-\frac{2\ln n}{n^{\frac{3}{4}}}} \geq \sqrt{\frac{2}{n}} \cdot e^{-\frac{1}{\sqrt{n}}} \quad \text{for large } n. \quad \square$$
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